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Abstract—In the field of Genetic Algorithms (GA), 
finding the best population size for a specific 
problem is very important issue. Normally, the 
search space is huge or sometimes contains nearly 
infinite possibilities. Choosing the right population 
and its size that can lead to a good solution is 
always difficult. In this paper, a new concept of 
dynamic population is presented, which allow GAs 
to utilize the full domain of possible inputs of the 
search space while keeping the fix population size. 
 
Genetic Algorithm, evolutionary computing, dynamic 
population, Elitism   

I. INTRODUCTION 
	
  
Defining the correct population size is one of the 
important issues in the field of evolutionary 
computing [1], [13]. It is argued that a small 
population size could lead to a poor solution 
[12], [13], [7] while a large population size could 
result in more computational time required to 
find a solution [10], [9], [6], [7]. This leads to a 
trade-off situation, where the approximation of 
the correct population size is needed, in order to 
obtain a good solution. In [12], [14] and [6], it is 
agreed that, population size is in direct relation to 
the difficulty “n” of problem, i.e bigger the “n”, 
bigger the population size needed. In [12] 
Pelikan uses the Bayesian Optimization 
Algorithm (BOA) for population sizing. 
Goldberg gives the idea of building blocks (BBs) 
[5] that should be supplied to GAs in order to 
obtain good results. Harik and Lobo [6] 
concluded that the population size is directly 
proportional to the number of building blocks of 
the problem to facilitate a good solution. The 
algorithm may not find a correct solution, if the 
BBs are not enough in the initial population. 
Harik and Lobo also addressed the problem of 
population sizing using self-adaptation, where 
two approaches were used: 1) population size 
remains constant during all iterations; 2) having 
different population size depending on the 
parameters, like fitness values (self-adaptation). 
The most common method to initialize and size 
the initial population is the empirical method [3]; 
different population size is feed to the algorithm 

and the one that gives the best result is reported. 
However, it is argued that the method should be 
used only in cases where the estimation of the 
problem is difficult [9]. Nevertheless, it is 
possible that in the case where the variables are 
dependent, the algorithm would gives bad results 
while population size is increased. In general, the 
problem to find a good initial population and 
optimal size is a difficult task [3]. A generic rule 
to approximate the population size can’t be 
applied in case of different problems [11]. In [2], 
[15], [16] it is suggested that, diversity in 
population helps to reach to a good solution. 
Diversity is also useful in initial population to 
avoid premature convergence [4], [8]. 

In this paper, a concept of Dynamic Population 
(DP) is introduced. DP finds new values from 
the search space in each generation and discards 
the same amount of elements from the working 
population. This technique leads to a more 
diverse population, addressing the issues of 
bottleneck for the case of small population size. 
Section 2 introduces the proposed technique, 
while section 3 presents the framework, followed 
by the experiments and results in section 4. 
Conclusion and future work are shown in section 
5. 

II. THE PROPOSED TECHNIQUE 

In any given problem, the range of valid search 
space for choosing the initial population is very 
big and in many cases infinite. To choose a small 
subset of that range, which can lead to a good 
solution, is always a challenge in terms of 
diversity and size. Genetic Algorithms are also 
dependent on mutation and crossover to avoid 
falling in local minima. Finding the optimum 
parameters for mutation and crossover for 
different problems is another difficulty. The 
concept of Dynamic Population could be the 
option to overcome the difficulty of choosing the 
initial population and falling in local minima. 

For the proposed method, in every generation, a 
small amount of chromosomes from the working 
population is replaced with new chromosomes 



from the search space. For example, if the size of 
working population is 100 and the range of 
search space is [-10000, 10000], the population 
size will represent very small portion of the 
range. After the selection of initial population, 
the results will depend upon mutation and 
crossover for generating the diversity in next 
generations. In this regard, the DP can be used in 
aid with mutation and crossover. 
 

III. THE FRAMEWORK 
 
The use of DP has one parameter, rate of change 
(Ŕ) with the objective to define how many 
chromosomes of working population should be 
replace with the new chromosomes from the 
search space. The replacement process uses the 
fitness function to identify the week members of 
population to be replaced. 
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Pseudo Code: 
1. [Initialization] Generate the initial population 
by random selection. 

2. [Fitness Evaluation] calculate the fitness value 
of each individual in the population. 

3. [Breeding]  

• Select the parents from the population 
using selection mechanisms  
 

• Mate the parents to produce new 
offspring  

• Mutate the new offspring 
• Calculate the fitness of offspring 
• Replace the offspring 

4. [Dynamic population] Select the weak 
individuals and replace them with new 
individuals from the search space. 

5. [Termination] Repeat the process from step 2 
till the termination condition is reached. 

IV. EXPERIMENTS AND RESULTS 

The comparison of standard Genetic Algorithm 
(SGA), Genetic Algorithm with Elite (GAE) and 
DP method will examine the performance and 
the effect of DP method on the population. 
Comparison was done on the function in 
equation 1. 

       F1 = 𝑥!!
  !

!!!                        (1)    
     

where the domain is [-100,100] n and n =10. 

The initial population was generated randomly 
with 100 chromosomes. All the algorithms are 
allowed to run for 50, 100, 200 and 400 times. 
The effects of change in population are presented 
in the figures 1 to 4. The change is shown every 
50 generations. 

The parameters used for the experiments were: 

• No. of Individuals: 100  
• Selection Mechanism: Tournament 

Selection  
• Crossover Type: Uniform Crossover 
• Crossover Rate: 0.20  
• Mutation Type: Flap Mutation  
• Mutation Rate: 0.3  
• Dynamic Population Rate: 0.1 

With the above-mentioned parameters, the 
comparison was made between SGA, GAE and 
the proposed DP method.



	
  



The graphs in figures 1 to 4 shows that the 
population of the proposed method is more 
diverse than the other two algorithms. To 
compare the effect of the change in Ŕ (from 
0.1, 0.2, 0.3 and 0.5), the experiments were 
completed with the population size of 100, 
initially generated by random selection. All the 
algorithms are allowed to run for 50, 100, 200 
and 400 times. The change in generation is 
shown after every 50 generations.  
 

The parameters used for the experiments were: 
• No. of Individuals: 100  
• Selection Mechanism: Tournament 

Selection  
• Crossover Type: Uniform Crossover  
• Crossover Rate: 0.20  
• Mutation Type: Flap Mutation  
• Mutation Rate: 0.3  
• Dynamic Population Rate: 0.1, 0.2, 

0.3, 0.5
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Figure 5: Comparison of the population evaluation with 50 iterations, with the parameter R of DP is (a) 0.1  (b) 0.2 (c) 0.3  
(d) 0.5 
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Figure 6: Comparison of the population evaluation with 100 iterations, with the parameter R of DP is (a) 0.1  (b) 0.2 (c) 0.3  
(d) 0.5 
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The graphs in figures 5 to 8 are showing that 
the behaviors of the population for different 
values of Ŕ are nearly the same for all the 
iterations. Therefore, we could conclude that 
the iteration has a minimum role in the way the 
population behaves. Also, it can be observed 

that, the bigger the value of Ŕ is, the more the 
population is diverse. 
Detailed experiments have been performed to 
analyze the results of the DP, SGA and GAE. 
In this case, the initial population size was set 
to 100, and the population was generated 
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!
Figure 7: Comparison of the population evaluation with 200 iterations, with the parameter R of DP is (a) 0.1  (b) 0.2 (c) 0.3  
(d) 0.5 
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Figure 8: Comparison of the population evaluation with 400 iterations, with the parameter R of DP is (a) 0.1  (b) 0.2 (c) 0.3 
 (d) 0.5 
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randomly. The convergence was considered 
when the algorithm gives the same value for 5,  
10, 20, 30, times. The algorithms were run 15 
times for all the different iterations numbers 
(50, 100, 200 and 400) and the results were 
considered by averaging. The following 
functions were used to perform the 
experiments (equations 1 to 3): 
 F1 = 𝑥!!

  !
!!!              

where the domain was [-100,100] n and n =10. 

           
F2 =   !

!!! 𝑥! +    𝑥!!
!!!   (2)                      

where the domain was [-10, 10] n and n =30. 
                                                

F3 = x!!
!!!

!    !

!!!
                 (3) 

where the domain was [-100,100] n and n =10. 

 

 

Table&I&
& & &

SGA&
&

GA&Elete&
Purposed&
Method(DP)&

& & SD& Avg.&
SD&

Cong.& SD& Avg.&
SD&

Cong.& SD& Avg.&
SD&

Cong.&

&
F1&

50& 17.9& 19.6& 24& 29.1& 28.9& 15& 24.3& 28.7& 15&
100& 25.9& 19.7& 15& 25.3& 30.1& 17& 30.5& 30.6& 52&
200& 16.7& 18.5& 17& 22.3& 28.8& 87& 22.7& 28.5& 105&
400& 30.6& 16.5& 8& 39.7& 30.9& 37& 23.3& 28.2& 206&

&
F2&

50& 33.1& 26.7& NA& 37.5& 37.1& NA& 33.3& 35.1& NA&
100& 31.7& 29.5& 4& 34.6& 37.5& 96& 31.7& 34.6& 75&
200& 31.4& 33.1& 112& 38.4& 37.1& 25& 29.7& 34.5& 154&
400& 32.2& 31.6& 44& 31.7& 36.3& 104& 37.2& 35.0& 258&

&
F3&

50& 22.9& 20.6& 7& 18.9& 22.8& 6& 29.2& 26.7& NA&
100& 22.6& 19.5& 18& 26.4& 21.9& 36& 31.6& 27.1& 40&
200& 22.0& 19.4& 69& 20.4& 22.5& 77& 23.9& 26.6& 91&
400& 21.8& 19.1& 17& 17.2& 21.4& 14& 24.9& 26.6& 241&

!
Showing!the!Standar!Deviation!(SD)!for!the!final!population,!Average!SD!of!all!generations!and!convergence!rate!(Cong.)!
of!all!three!algorithm!using!the!population!size!100.!

 Table&II&
& & &

0.2&
&
0.3&

&
0.4&

& & SD& Avg.&
SD&

Cong.& SD& Avg.&
SD&

Cong.& SD& Avg.&
SD&

Cong.&

&
F1&

50& 29.1& 26.9& NA& 32.5& 32.1& NA& 38.0& 41.7& NA&
100& 24.6& 26.9& 15& 30.9& 32.1& 41& 40.5& 41.2& 78&
200& 26.1& 26.6& 40& 32.9& 32.8& 109& 41.5& 40.9& 140&
400& 30.3& 26.5& 61& 31.1& 32.1& 167& 35.2& 40.9& 291&

&
F2&

50& 33.1& 34.1& NA& 34.5& 38.1& NA& 49.3& 46.2& NA&
100& 31.7& 33.5& 21& 34.6& 37.5& 96& 41.1& 46.6& 75&
200& 31.4& 33.8& 112& 35.4& 37.1& 25& 47.6& 46.5& 154&
400& 32.2& 34.1& 44& 33.7& 37.3& 201& 43.3& 46.0& 258&

&
F3&

50& 28.7& 27.2& 7& 32.0& 31.9& 6& 39.8& 40.8& 10&
100& 24.6& 27.5& 38& 27.1& 31.9& 66& 38.6& 41.1& 71&
200& 24.0& 27.4& 61& 29.4& 32.5& 117& 34.9& 41.6& 151&
400& 28.8& 26.9& 100& 31.2& 32.4& 204& 39.9& 40.9& 275&

!
Showing!the!Standard!Deviation!(SD)!for!the!final!population,!Average!SD!of!all!generations!and!convergence!rate!(Cong.)!
of!different!parameters!of!DP!,!(0.2,!0.3!and!0.5)using!population!size!100.!  



The parameters of above experiments were: 

• No. of Individuals: 100  
• Selection Mechanism: 

Tournament Selection 
• Crossover Type: Uniform 

Crossover 
• Crossover Rate: 0.20  
• Mutation Type: Flap Mutation  
• Mutation Rate: 0.3  
• Dynamic Population Rate: 

0.1,0.2,0.3,0.5 

The tables shown very interesting results, as 
the average Standard Deviation (SD) of the 
population is very predictable for the proposed 
method compared to the other algorithms, for 
all functions. Also, the different values of Ŕ 
show a predictable behavior of population. The 
results are revealing that the proposed method 
takes longer time to converge than others 
algorithms, which can solve the problem of 
premature convergence.  

V. CONCLUSION 
	
  
The factor of randomness is an obstacle in 
analyzing any evolutionary computing 
algorithm. The results of the present paper 
shows that Dynamic Population could generate 
a more predictable and diverse in nature 
population. Also, the proposed method can be 
considered as a step forwards towards solving 
the problem of premature convergence.  
 
Nevertheless, the paper covers only the basic 
concept of the proposed method. Thus, finding 
the optimum values of Ŕ for different problems 
could be the purpose of further research. Due 
to the much more predictable nature of 
population diversity, more and better analyzes 
can be made to predict the convergence 
velocity and state of population.  
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